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ABSTRACT

Many FinTech (Financial Technologies) have evolved to disrupt the whole industry. Robo-Advisors are one of the recent incarnations of FinTech, attracting more and more attention by pitching a variety of potential advantages including cost saving and transparency in the financial service industry. Yet it is still too soon to tell whether what we are hearing is just hype or not. Anecdotal evidence and observations are contradictory and largely divided as to whether Robo-Advisors will join other disruptive FinTechs in the foreseeable future. This paper posits trust as one of the main factors affecting Robo-Advisors’ adoption and eventual success. It documents the development of an agent-based simulation model to examine the impact of key elements in the trust building processes. The aim is to identify the decision making process and environmental conditions under which Robo-Advisors can be successfully implemented. A design science approach is adopted due to the dynamic nature and complexity of trust building mechanisms. This study reports on the second stage of a comprehensive study which aims to examine broad strategies for the implementation and deployment of Robo-Advisors.
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INTRODUCTION

FinTech continues to be a topic that is of interest to the finance industry as well as to the IT (Information Technology) community. It has been a vehicle for disruptive innovation in the financial industry, which has a long history of successfully adopting innovative technologies ranging from automated teller machines to online banking in recent years. Robo-Advisors emerged as the latest FinTech after the 2008 financial crisis, in the wake of diminishing trust in traditional financial institutions (Salo, 2017). It offers investment advice using an algorithm-based process without human interaction (Gold & Kursh, 2017). Over the last decade, Robo-Advisors have become an increasingly significant phenomenon. Their adoption rate is predicted to skyrocket, reaching 5.6% in 2020 from a mere 0.5% in 2015 (Epperson, Hedges, Singh, & Gabel, 2015). This indicates that up to two trillion dollars are expected to be managed under Robo-Advisors by 2020. If the prediction is correct, Robo-Advisors might well be poised to become prominent disruptors in the ETF (Exchange-traded Fund) market, surpassing the historical adoption speed of market disruption in the finance industry (Epperson, Hedges, Singh, & Gabel, 2015).

Conversely, much contrasting anecdotal evidence has since emerged. One survey indicates that the percentage of respondents who are highly willing to try Robo-Advisors dropped in 2017 compared with the previous year (Reuba, 2017). Perhaps a more alarming result is that financial advisors do not find that Robo-Advisors have a strong effect on their businesses. Echoing this view, Nanalyze, an investor information service group, expressed disappointment with Robo-Advisors, stating that the embedded technology does not live up to the hype and that Robo-Advisors are more about process automation than AI (artificial intelligence) or deep learning (Nanalyze, 2016).

The conflicting opinions on Robo-Advisors stem partially from the fact that there are multiple generations of Robo-Advisors. Each generation is equipped with a vastly different set of features. Accordingly, there has been much confusion about the expected features and services that Robo-Advisors have to offer. Moulliet, Stolzenbach, Majonek, and Völker (2016) proposed four different generations of Robo-Advisors. The first generation offers basic Web questionnaire-based customization. Customers receive customized product proposals or portfolio allocations based on the information collected through Web questionnaires. Although the Web is used as a medium of communication, human advisors play the pivotal role behind the scenes. The second generation of Robo-Advisors saw technology being used for more than simple communication. This time a set of dedicated tools was available to help financial advisors manage risk-based portfolio allocation and rebalancing. The procedure was semi-automatic as human financial advisors still oversee the investment algorithm and define rule sets. The third
generation of Robo-Advisors finally implemented embedded algorithms and predefined rule sets, limiting human involvement to minimum levels; the final oversight and approval. About 80% of European and American Robo-Advisors fall into the third-generation category and the remainder are equipped with first- or second-generation features. The latest generation promises fully automated investing utilizing self-learning algorithms. A shift between different asset classes is possible with the help of artificial intelligence (AI). Such fourth generation Robo-Advisors are just beginning to emerge.

It is not surprising that the primary benefit of Robo-Advisors is proclaimed to be cost saving due to a high degree of automation (Epperson, Hedges, Singh, & Gabel, 2015; Salo, 2017) considering the prevalence of third generation tools in the market. Ironically, this hampers the prospect of Robo-Advisors’ role as a disruptive innovation as the market expects more than just cost cutting. One survey indicates that one of the critical factors when selecting a Robo-Advisor service is investment expertise (Epperson, Hedges, Singh, & Gabel, 2015). A subsequent study noted that transparency through a consolidated user interface is another key dimension to be considered (Salo, 2017). Within the context of Robo-Advisors, transparency is part of the feature that allows users to understand the relevant circumstances as a whole without a financial expert’s interpretation or advice. Our view is that both investment expertise and transparency are key factors affecting the trustworthiness of Robo-Advisors. Prior studies have found that trust plays a major role in the adoption of digitalization technology in service industries in general (Reichheld & Schefter, 2000). The trust issue is even more pronounced in the financial industry.

The purpose of study is to model the Robo-Advisor Ecosystem using a simulation approach. Our current study explores the environmental conditions and design decisions that ensure the successful deployment, adoption, and evolution of Robo-Advisors into a major disruptive innovation. Our main focus is the dynamic and complex trust building mechanisms involved in the adoption of Robo-Advisors. Although trust has been identified as a key component that shapes the nature of digitalization technologies, the majority of the previous studies focused on the identification of trust antecedents from a static perspective, and did not address the inherently dynamic trust lifecycle. The emergence of newly available features in the fourth generation of Robo-Advisors makes this investigation even more challenging. In order to study the effect of design and other environmental conditions on the Robo-Advisor market, a dynamic strategy is called for, wherein individual users and Robo-Advisors can be modeled. This research constructs an agent-based model that encompasses Robo-Advisor providers and customers.

Adopting the design science research approach suggested in (Gregor & Hevner, 2013) and (Peffers, Tuunanen, Rothenberger, & Chatterjee, 2008), which draw from ideas outlined in (Hevner, March, Park, & Ram, 2004), this manuscript reports on the second stage of the development of a dynamic Robo-Advisor trust model that captures the effects of alternative strategies involved in the implementation of a Robo-Advisor. The initial stages and overview were reported in our previous study (Lee, Choi, Ngo-Ye, & Cummings, 2018).

**TRUST AND ITS ANTECEDENTS**

Trust has assumed an increasingly important role as e-commerce matures (Suh & Han, 2003). Fear and anxiety are inevitable when transactions are conducted with remotely located and unknown partners. The perceived risk coupled with trust in online transactions play a key role in people’s willingness to engage in online transactions. Generally, trust is considered to be a critical precondition for the adoption of electronic services involving more than simple online transactions (Beldad, De Jong, & Steehouder, 2010).

Initial trust refers to trust in an unfamiliar trustee, a relationship in which the actors do not yet have credible, meaningful information about each other, and have not yet developed mutual effective bonds (Bigley & Pearce, 1998). In the case of e-commerce, trust is transaction-based and shaped by individual transactions. Hence, studies in e-commerce have focused primarily on how to establish initial trust during the period when a consumer visits and explores a vendor’s Web site for the first time (McKnight, Choudhury, & Kacmar, 2002). Unlike the case of e-commerce, trust in Robo-Advisors and other FinTech services require a longer-term orientation. This type of trust is characterized as ongoing trust and formed by a calculus-based trust rather than perceptions or initial impressions (Lewicki & Bunker, 1995). Another basis of ongoing trust is knowledge-based trust, which develops over time with the accumulation of trust-relevant knowledge resulting from experience with the transaction partner (Holmes, 1991). Ongoing trust in the context of Robo-Advisors represents the customer’s trust built upon knowledge and calculation from outcomes accumulated over a long-term investment advising relationship. Key stages in the ongoing trust lifecycle involve trust violation and restoration. Trust violations result in a cognitive appraisal and an emotional reaction, leading to lower knowledge- and calculus-based trust (Lewicki & Bunker, 1996). The nature, magnitude and severity
of the offense triggers an assessment on the part of the victim. The accumulated trust gained through the prior relationship is eroded and leads to decreased knowledge-based trust. Reconciliation can play a role in restoring broken or degraded trust. A process view of trust violation and restoration is depicted in Figure 1, as adapted from (Lewicki & Bunker, 1996).

Figure 1. Trust Violation and the Reconciliation Process

SECURITY AND TRUST

A number of factors have been identified as contributing to trust. One critical trust antecedent in FinTech tools concerns security and privacy. Users view security as a vital criterion in the assessment of trustworthiness (Aiken & Bousch, 2006). The importance of security and privacy is more pronounced in the financial service industry because financial information is one of the main targets of fraud (Roca, Garcia, & De La Vega, 2009). Security breaches will only worsen as consumers need and gain more access to data and applications. A variety of security tools and techniques are available to implement the five categories of security controls; authentication, non-repudiation, privacy, confidentiality, and data integrity controls (Ray, Ow, & Kim, 2011). When these tools and techniques are successfully implemented perceived security improves. Perceived security refers to “the subjective probability with which consumers believe that their personal information will not be viewed, stored, or manipulated during transit and storage by inappropriate parties in a manner consistent with their confidence expectations” (Flavian & Guinaliu, 2006). Perceived security rather than security artifacts is the primary factor affecting the formation of trust because users generally lack the understanding of security technologies (Chellappa & Pavlou, 2002) and security controls are not easily comprehended (Ray, Ow, & Kim, 2011). Choi and Nazareth (2014) adapted (Lewicki & Tomlinson, 2003)’s framework for the rebuilding of interpersonal trust after security breaches in electronic service industries as follows:

“In the security and e-commerce context, the process is expected to be a little different. The vendor may not be aware that a security breach has occurred. Likewise, the consumer may also be in the dark about this breach. However, if an adverse incident occurs, then the initiation will likely originate from the consumer-the victim in this case. The extent to which the vendor acknowledges the incident, apologizes, and offers appropriate restorative action, will shape the extent that the consumer is willing to reconcile. Other factors at this stage include the need for maintaining an ongoing relationship with this vendor, and the availability of other vendors providing the same or similar products and services at a comparable price. Possible outcomes include irrevocably broken trust (with no further relationship with this vendor), degraded trust (involving more cautious dealings with the vendor) or restored trust (wherein a continued relationship is maintained with the vendor).”

INFORMATION QUALITY AND TRUST

Another key antecedent to trust in FinTech tools is information quality (Beldad, De Jong, & Steehouder, 2010). Information quality refers to a variety of concepts including error-freeness (Bart, Shankar, Sultan, & Urban, 2005), accuracy, currency, and completeness of information (Kim, Song, Braynoy, & Rao, 2005), along with correctness in spelling, grammar, and syntax (Koehn, 2003). The content quality (referring to the usefulness, accuracy, and completeness of the information offered) increases customers’ trust in using an electronic service (Liao, Palvia, & Lin, 2006). Information quality is considered even more critical in Robo-Advisors as the performance of the customers’ portfolios rely on it. Epperson, Hedges, Singh, and Gabel (2015) echo these findings, suggesting that investment expertise is one of the critical factors when selecting a Robo-Advisor.
service. If content provided by Robo-Advisors is inaccurate, outdated, incomplete, misleading, and thereby useless, it will lead to degraded trust in the Robo-Advisor and its provider. Each new generation of Robo-Advisors offers features to better address information quality factors such as information completeness, accuracy, relevancy, and usefulness. However, even the third generation of Robo-Advisors currently on the market are not considered to be a major disruptive innovation due partly to the lack of expected information quality. Documented disappointment indicates that Robo-Advisors are mainly process automation rather than AI (artificial intelligence) or deep learning (Nanalyze, 2016).

Self-learning AI algorithms have just started to emerge and form a wave of fourth generation Robo-Advisors. EquBot launched its first retail Robo-Advisor using IBM’s Watson AI technology in October 2017. It uses AI to choose stocks by ranking investment opportunities based on fundamentals such as profit growth and valuation with considerably better information processing capacity than humans (one million pieces of information a day including earnings releases, economic data, consumer trends, industry developments, and headlines news) (Lim, 2017). AI is, by definition, capable of machine learning, eliminating the necessity of human reprogramming. Financial advisors consider Robo-Advisors to be a suitable tool for managing smaller accounts due partially to the low cost involved. Customers with larger accounts are less concerned with the cost of advising than with flexibility. A more pressing reason would be, however, that Robo-Advisors have failed to demonstrate a superior level of performance in sizable portfolios. New generation Robo-Advisors with artificial intelligence algorithms might shift the horizon and help wealth managers respond more dynamically to customers’ needs. As sophisticated algorithms become available, it will be possible to accommodate investment techniques like factor-based investing, which is rarely embedded in extant Robo-Advisors.

INTERFACE QUALITY AND TRUST

Interface quality is considered to be the main vehicle in achieving information transparency and consists of various factors including ease-of-use features, good graphical characteristics, and tailored user interface/services. A prior study illustrates that transparency through a consolidated user interface is an important criterion in selecting Robo-Advisors (Salo, 2017). With a transparent user interface, users can see an overview of their own investment portfolios without relying on the advisor’s interpretation. Although it is partly related to information completeness, transparency can be achieved only through a well-designed interface.

It is well documented that the perceived ease of using a particular technology is one of the key factors affecting trust. In fact, the perceived ease is a core construct in the technology acceptance model (Davis, 1989). Graphical characteristics are another key component in interface quality, augmenting the delivery of rich information. Kim and Moon (1998) found that an interface without proper graphical components such as a clipart degrades the trustworthiness of the service provider. The study illustrates that three-dimensional, dynamic clipart enhances the users’ feelings of trust towards the banking system. Moreover, the color layout of the interface also plays a critical role in the perceived trustworthiness of online banking. Lastly, customizability, the ability to tailor products, services, and transactional environments to target users, is also positively related to trust (Koufaris & Hampton-Sosa, 2004).

The current study focuses primarily on the design artifacts of Robo-Advisors although there are many other trust antecedents in the socio-cultural domain. For instance, experience and proficiency in Internet usage may play a critical role in developing trust in electronic services as evidenced by one study (Corbitt, Thanasankit, & Yi, 2003). Echoing this, Reuba suggests that a higher impact from Robo-Advisors is expected as millennials acquire more money to invest (Reuba, 2017).

METHODOLOGY

A primary objective in the current study is the predictive capability of the dynamic Robo-Advisor trust model. For this study a design science approach was adopted for the following reasons. First of all, conventional social science research methodology is more suitable for investigating cause and effect relationships in controlled environments. The current study requires intervention and observation in a realistic Robo-Advisor market environment. The impact of different interventions on newly emerging technologies like Robo-Advisors under a variety of scenarios is rather difficult to analyze with a social science approach. Secondly, we aim to explore the implication of different Robo-Advisor implementation strategies in a contiguous time frame under a dynamically changing environment. Social science approaches are preferable in a cross-sectional study or longitudinal study where only a few discrete data collection points exist. Lastly, the complexity of the Robo-Advisor ecosystem
and trust building mechanisms make it difficult to assess the implications of alternative design choices and strategies and to
determine whether more appropriate approaches exist under the prevailing conditions. Complexity theory is suitable in
addressing such characteristics of the problem domain and a framework is available for the design science approach. This
approach mandates the utilization of an IT artifact that can be studied under a variety of conditions. Since the trust building
mechanism in Robo-Advisors is dynamic in nature, the artifact proposed in this research is a model suite that will allow decision
makers to assess the impact of alternative decisions regarding the implementation of Robo-Advisors under varying conditions.

Complexity theory represents the research framework adopted in the current study. It is the study of the phenomena which
emerge from a collection of interacting objects (Johnson, 2007) and investigates the dynamics of interacting objects as well as
the chronological evolution of a phenomenon (Choi, Nazareth, & Ngo-Ye, 2017). A complex system consists of multiple actors
who are interacting dynamically. Actors are autonomous since their decisions are independent based on each actor’s strategies,
prior experiences, accumulated knowledge, and the prevailing environmental conditions. The core characteristics of complexity
theory is that a central planning or controlling mechanism is not embedded in the system. A complex system, which is not
premeditated or planned, emerges often times, with unexpected results from the mixture of individual behaviors of the actors.

Design science approaches typically utilize modeling techniques. Although multiple modeling techniques are available for
studying the adoption of technology innovations, including deterministic, stochastic, econometric, and simulation models
(Choi, Nazareth, & Ngo-Ye, 2017), an agent-based simulation technique is the most suitable for implementing a complexity
theory framework because complexity theory is embedded in the technique. Agent-based modeling is a computational
simulation approach that permits the study of phenomena over time (Bonabeau, 2002). Agents represent actors in the
complexity theory framework. Agents are entities of the system that generates autonomous behaviors as actors do in complexity
theory. Once the behavior of an individual agent is prescribed, the effectiveness of its logic is assessed by interacting operators
(Ngo-Ye, Nazareth, & Choi, 2017). Again, there is no prescribed or planned central controlling logic. The complex
characteristics of the system are rendered by autonomous behavior and interactions among agents. This is counter to discrete
event simulation, which utilizes predefined rules to control and govern the behavior of the system. An agent can represent
market entities like customers, vendors, products, services, etc. The simulation model detailed in the current study adopts a
complexity theory view and agent-based modeling techniques to offer a better understanding of the Robo-Advisor market by
permitting interactions among multiple Robo-Advisor users and Robo-Advisor services as represented by agents. The modeling
was conducted using NetLogo, currently the most popular agent-based simulation environment.

MODEL DEVELOPMENT

Construction and validation of the model are closely interwoven into an agent-based model. A systematic literature survey was
done to form the basis for the initial identification of model components. The current study aims to report the completion of
model component design and behavior coding. Parameter estimation and function development have already been completed.
The next stage will see the calibration and testing of the model using a set of scenarios. The model was assembled in NetLogo,
which is an effective agent-based simulation platform. The NetLogo platform enables researchers to construct the visual
components of the simulation interface and supports the logo programming language to code agent behaviors. The user interface
of the agent-based simulation model is presented in Figure 2.

This model depicts dynamic interactions between multiple Robo-Advisors and clients (potential customers of Robo-Advisors).
Multiple Robo-Advisors are modeled to depict service switching cases. The numbers of available Robo-Advisors and clients
are user-adjustable through sliders in the simulation interface, allowing decision makers to simulate the different conditions of
the financial service industry where multiple Robo-Advisors are offered to many customers. The model assumes that the Robo-
Advisor services are offered at a variety of price levels to accommodate the fact that Robo-Advisors’ customers are primarily
cost driven. Another factor affecting decision making is trust, which is considered to be a critical precondition for the adoption
of electronic services (Beldad, De Jong, & Steelhouder, 2010). As stated in prior sections, the three dimensions affecting trust
are considered here; information security, information quality, and interface quality. They are incorporated into the model,
representing a key trust building mechanism. The model was developed using the Dynamic Security-Trust lifecycle model as
a basis (Choi & Nazareth, 2014) to capture the impact of security strategies on trust. To accommodate other dimensions like
information quality and interface quality an extensive series of modifications, recalibrations, and extensions have been
performed to ensure that the model truly reflects the Robo-Advisor market.
Average attractiveness throughput is a user adjustable value representing the favorability of adopting Robo-Advisor services in general. It serves as a basis to generate an individual customer’s psychological throughput. An individual Robo-Advisor’s attractiveness is determined by the two critical factors affecting the choice of Robo-Advisors, namely, price and trustworthiness. If the Robo-Advisor’s attractiveness exceeds the customer’s psychological throughput (which is generated based on the average attractiveness throughput), the customer decides to adopt and use the specific Robo-Advisor provider. Information on price and trustworthiness is available to all potential Robo-Advisor customers in the model. Price is selected based on economic factors, which is a user-adjustable input variable and represents overall economic performance in an industry. Growing economies generate disparities between supply and demand, causing a price increase. So, individual prices for each Robo-Advisor are generated by the model at run time. Price affects the market share of each Robo-Advisor, and eventually, the competitive advantage over incumbent financial advisors.

Another factor affecting attractiveness is trustworthiness. It is determined by the combined level of security, information quality, and interface quality in the model, but these three factors only partially affect the initial trust level since the initial trust is mainly shaped by the customer’s perceptions based on reputation and brand (Lynn, Van Der Werff, Hunt, & Healy, 2016; Pearson & Yee, 2013). A portion of ongoing trust fluctuates due to security- and privacy-related events in data transactions, data handling, data usage, and other factors related to security/privacy mismanagement. In the simulation interface, the average offense severity represents the average level of security breaches. Individual offense severity for a specific Robo-Advisor is selected at run time. In the event of a security breach, the trustworthiness of the Robo-Advisor degrades to some extent (determined by the severity of the offense). As long as overall trustworthiness is not degraded enough to push the attractiveness of the specific Robo-Advisor below a certain threshold, the customer continues to use the service. A reconciliation process to restore trust is readily available in the event of security breaches, but it is dependent on reconciliation effectiveness (which is determined by the average reconciliation effectiveness level). The second dimension, information quality, represents the eventual outcome quality of the Robo-Advisors’ digital service. Therefore, investment performance relies on information quality. More sophisticated AI algorithms can accommodate advanced investment techniques like factor-based investing and the algorithms in general are becoming more flexible due to deep learning. In other words, as Robo-Advisors become more powerful and flexible, they approach and even surpass the capability of human financial advisors. Information quality can be evaluated only after a period of use and rarely contributes to initial trust. The simulated user interface accepts the level of information quality as a user input and employs it as a critical ongoing trust-forming factor. As previously discussed, the dimensions of information quality include information completeness, accuracy, relevancy, usefulness, and currency. The last dimension affecting trustworthiness is interface quality. Interface quality is regarded as the main vehicle for achieving information transparency. The factors affecting interface quality includes ease-of-use and good graphical characteristics, along with services and a user interface tailored to the user. Color and graphics can be the basis for initial trust, but most of interface quality, like ease-of-use features and customizability, contribute to ongoing trust. Interface quality is adjustable in a slider as a user input.

The model incorporates two breeds of agents, namely, Robo-Advisors and human clients. Desk-top shaped agents represent Robo-Advisors services while person shaped agents represent human clients. Red colored clients signify clients who are currently using a Robo-Advisor, while blue colored clients denote clients who are not currently using any Robo-Advisors. The graph located underneath sliders represent population of Robo-Advisors adopters. The simulation interface offers alternative options for enabling the reconciliation process and trust offenses (represent security breaches). They are located below the populations graph.

**SCENARIOS AND PROPOSITIONS**

The purpose of scenario analysis is twofold. Firstly, it is interwoven into the validation process. Calibrating the model and testing that it is functioning accurately are the integral parts of model validation. A realistic set of scenarios is needed for this procedure to validate that the model functions accurately and closely replicates the real world. Second, once the model is shown to behave satisfactorily, a series of analyses exploring specific scenarios or decision-making strategies can be performed to explain the outcomes. This will form the final stage of the current research stream.

The first group of scenarios (group A) is devised to explore the impact of offense severity and different forms of reconciliation tactics under a variety of economic conditions (depicted in Table 1). Once a security breach occurs, the Robo-Advisor’s trustworthiness decreases. The eventual level of trustworthiness relies on the following two factors; the level to which it dropped depending on the severity of the security breach and how effective the corrective and remedial actions were (the effectiveness...
of reconciliation tactics). However, there is one more dimension with which the attractiveness of the Robo-Advisor is determined other than trustworthiness, namely, price. Hence, the first group of scenarios need to be investigated under each level of economic conditions. Economic conditions and the resulting price points are more likely to shape the impact of offense severity then the choice of reconciliation tactics and thus form the basis for the first proposition.

Proposition 1: Economic conditions will significantly affect the role of offense severity and the choice of reconciliation tactics, and thereby shape the ongoing trust maintenance process.

![Figure 2. The Dynamic Trust Model for Robo-Advisors](image)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Offense Severity</th>
<th>Reconciliation Tactics</th>
<th>Economic Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1,2,3</td>
<td>Low</td>
<td>Low</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>A4,5,6</td>
<td>Low</td>
<td>Moderate</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>A7,8,9</td>
<td>Low</td>
<td>High</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>A10,11,12</td>
<td>Moderate</td>
<td>Low</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>A13,14,15</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>A16,17,18</td>
<td>Moderate</td>
<td>High</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>A19,20,21</td>
<td>High</td>
<td>Low</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>A22,23,24</td>
<td>High</td>
<td>Moderate</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>A25,26,27</td>
<td>High</td>
<td>High</td>
<td>Low, Medium, High</td>
</tr>
</tbody>
</table>

Again, the second group of scenarios (group B) aims to explore the impact of offense severity and different forms of reconciliation tactics. However, the implication of information quality is the main dimension of interest this time (the group B of scenarios is illustrated in Table 2). As previously discussed, the information quality level is a critical factor affecting the trust forming process and certainly plays a key role in the ongoing trust lifecycle. The current study investigates the role of information quality in the event of an emergency situation where the maintenance of trust becomes necessary. The level of information quality is more likely to affect the impact of the offense severity than the choice of reconciliation tactics. Therefore, the second proposition is formed as follows.

Proposition 2: Information quality will significantly affect the ongoing trust maintenance process.
Table 2. Scenarios Group B to Contrast Information Quality

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Offense Severity</th>
<th>Reconciliation Tactics</th>
<th>Information Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1,2,3</td>
<td>Low</td>
<td>Low</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>B4,5,6</td>
<td>Low</td>
<td>Moderate</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>B7,8,9</td>
<td>Low</td>
<td>High</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>B10,11,12</td>
<td>Moderate</td>
<td>Low</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>B13,14,15</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>B16,17,18</td>
<td>Moderate</td>
<td>High</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>B19,20,21</td>
<td>High</td>
<td>Low</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>B22,23,24</td>
<td>High</td>
<td>Moderate</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>B25,26,27</td>
<td>High</td>
<td>High</td>
<td>Low, Medium, High</td>
</tr>
</tbody>
</table>

Finally, the third group of scenarios (group C) is listed below in Table 3, offering a tool to investigate the impact of offense severity and the types of reconciliation tactics for the different levels of interface quality. This is a logical next step since interface quality has been identified as a core dimension in building trust. Therefore, the third proposition is as follows.

Proposition 3: Interface quality will play a key role in the ongoing trust maintenance process.

Table 3. Scenarios Group C to Contrast Interface Quality

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Offense Severity</th>
<th>Reconciliation Tactics</th>
<th>Interface Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1,2,3</td>
<td>Low</td>
<td>Low</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>C4,5,6</td>
<td>Low</td>
<td>Moderate</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>C7,8,9</td>
<td>Low</td>
<td>High</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>C10,11,12</td>
<td>Moderate</td>
<td>Low</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>C13,14,15</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>C16,17,18</td>
<td>Moderate</td>
<td>High</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>C19,20,21</td>
<td>High</td>
<td>Low</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>C22,23,24</td>
<td>High</td>
<td>Moderate</td>
<td>Low, Medium, High</td>
</tr>
<tr>
<td>C25,26,27</td>
<td>High</td>
<td>High</td>
<td>Low, Medium, High</td>
</tr>
</tbody>
</table>

FUTURE PLANS AND CONCLUDING REMARKS

This research examines the role of trust in the implementation of Robo-Advisors, focusing on the process of trust violation and restoration along three dimensions, namely, information security, information quality, and interface quality. The second phase of the ongoing study is reported here, involving comprehensive theoretical underpinnings and a literature survey to develop a realistic agent-based simulation model. It devises the interface of the dynamic trust model for Robo-Advisors, reflecting the ecosystem of Robo-Advisors. Agents’ behaviors have been coded using the Netlogo platform based on the documented studies and reports. A complete set of scenarios were developed for the purpose of model validation, the evaluation of alternative strategies, and the assessment of environmental conditions. These steps and processes will be detailed in the final installment of the study. Simulation outcomes will be analyzed to see if the model behaves reasonably and follows historical trends. Then the implications of alternative strategies and conditions will be explored with a set of multiple simulation runs. The insights gained through the analysis of the simulation outcomes should prove priceless to financial advisors when evaluating Robo-Advisors’ implementation and adoption decisions. The potential contributions of this research include a better understanding of the ongoing trust lifecycle in the onset of trust degradation events in information security, information quality, and interface quality.
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