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ABSTRACT 

Companies today track people’s browsing activity and collect their personal information. Amazon transactions 
cover 50% of the online transactions in the USA, and Google and Facebook cover most of the digital advertising. 
However, a significant disconnect exists between how the data is being used, sold, or shared, and what the user 
actually may want. Currently, no law or regulation encompasses how data brokers should handle private 
information. Several incidents, as Snowden revelations, Brexit, Cambridge Analytica scandal influencing on the 
United States election vote in 2016, are an example where Big Data collection of personal data is misused. Online 
users are adopting criminal like behavior to protect their own information. Considering the collection of personal 
information to be unfair, users are withholding personal data or giving false information. This paper proposes a 
Design Science Research study methodology to assess if falsifying personal data in online forms prevent the leak of 
personal information. It is very important to educate students to protect information infrastructure at their future 
work place and also keep the same practices when it comes to their private information. 
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INTRODUCTION 

Low-cost hardware platforms and new data mining frameworks are enabling the rapid growth in private data 
collection and regulations cannot keep up with the change. Data appetites are getting bigger and bigger every day. 
Consumer information is being sold to data brokers or marketing firms, where, repacked, it is sold again for profit. 
One of the biggest data broker company, Acxiom ($1.1 billion for FY2013) advertised transparency about the data 
they collect. At their portal (aboutthedata.com), users can verify their biography, education, marital status, children, 
homeownership, mortgage amount, property size, vehicles (make, model, year, color), active investment portfolio 
over $150k, recent purchases, clothing size, sports, hobbies, pets, text-messaging, cholesterol related products, 
charity, etc. (Singer, 2013). The portal, currently in 2019, is dysfunctional. When it comes to medical data trading, 
IMS Health is dominant, achieved $2.6 billion in revenue in 2014 (Turner, 2016). Petabytes of data from 
pharmacies, insurance companies, medical organizations, federal and state health department are sent automatically 
to ISM. According to Turner (2016), the company has half a billion dossiers on individual patients, and it is not 
restricted by the Health Insurance Portability and Accountability Act (HIPAA) of 1996 because the data is 
anonymized (contain the only year of birth, gender, partial zip code, and doctor's name). In May 2016, IMS Health 
merged with Quintiles Transnational, the world’s largest provider of biopharmaceutical development and 
commercial outsourcing services. The equity market capitalization is $17.6 billion, and enterprise value is more than 
$23 billion ("BRIEF-IMS Health and Quintiles to merge," 2016). Other small companies collecting data, and some 
of the data is available online free or for payment as shown in Table 1. Sweeney (2000) found that combinations of 
few characteristics (5-digit ZIP, gender, date of birth) are necessary to identify an individual in the USA. The data 
stream used by the data brokers comes from various online and offline sources, including email, websites, social 
media, U.S. Census records, retailers, DMVs, real estate records, birth certificates, marriage licenses, divorce 
records, state professional and recreational license records, voter registration information, bankruptcy, and more. In 
most cases, the data is often collected unknowingly to the individuals involved (Anthes, 2015). The data is analyzed, 
synthesized, and in some instances reidentified, then sold to other businesses for a variety of purposes. With the 
current technology, matching anonymity is just a matter of time and resources.  The media and the legal system are 
questioning the company’s practices (Turner, 2016). The USA Federal Trade Commission conducted an in-depth 
study about the industry and practices of the data brokers (Ramirez, Brill, Ohlhausen, Wright, & McSweeny, 2014). 
While there exist certain benefits for the consumers who use data brokers’ products, the data use can pose risks to 
consumers, such as the facilitation of harassment, stalking, exposure of domestic violence victims, and other harmful 
activities. 
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Table 1 List of data brokers (Grauer, 2018a) 

Addresses.com Intelius.com PhoneDetective.com thatsthem.com 
AddressSearch.com LookUp.com Pipl.com truthfinder.com 
AnyWho.com MyLife.com PrivateEye.com usa-peoplesearch.com 
Archives.com Nuwber.com PublicRecords.com usidentify.com 
BeenVerified.com PeekYou.com PublicRecordsNow.com ussearch.com 
Classmates.com PeopleByName.com PublicRecords360.com veromi.net 
DOBSearch.com PeopleFinder.com Radaris.com whitepages.com 
FamilyTreeNow.com PeopleLooker.com ReversePhoneLookup.com zabasearch.com 
InfoTracer.com PeopleLookUp.com earchbug.com zoominfo.com 
InstantCheckmate.com PeopleSearchNow.com spoke.com Innovis 
InstantPeopleFinder.com PeopleSmart.com spokeo.com   

 
Besides, data brokers store data indefinitely. If such personal data is bought or hacked, it may create a serious 
security risk that outwaits the benefits. According to a recent IBM study, for 50 million stolen records the cost will 
be approximately $350 million (2018 Cost of a Data Breach Study: Global Overview, 2018). Personal data is 
processed for political and economic reasons without users’ consent. Cambridge Analytica is a data analytics firm, 
currently under investigation from the UK and the USA, who played a significant role in the Leave campaign for 
Britain’s EU membership referendum (Brexit) and later on was linked to the USA election and Russia (Cadwalladr 
& Graham-Harrison, 2018). In the Cambridge Analytica scandal, Facebook gave unauthorized access to personally 
identifiable information (PII) of more than 87 million unsuspecting users. The firm integrated the Facebook data 
with pre-existing various personal information (browsers history, online purchases, voting results, etc.) to build 
5,000+ data points on 230 million people and used to create a micro-targeted adds influencing user’s election vote  
(Isaak & Hanna, 2018). The goal of the suggested study is to investigate how an intentional usage of fake data 
profiles in online forms affects the data collection by data brokers, as a possible solution to minimize privacy risk 
presented by the privacy paradox. 
 
 

LITERATURE REVIEW 
 

Currently, consumer’ information is being sold as a commodity for profit.  In response, some consumers are 
adopting criminal-like behavior and providing fake information online. There is limited research on online 
information disclosure (Smith, Dinev, & Xu, 2011) and why consumers are providing false data in online forms. 
Users provide inaccurate information in response to increased privacy concerns (Milne & Boza, 1999; Sheehan & 
Hoy, 2000), as a technique to control the flow of information (Chen & Rea Jr, 2004), to protest corporate overreach 
(M. Lwin, Wirtz, & Williams, 2007), to mask personal information (Wirtz & Lwin, 2009), express attitude toward a 
business or a government (Vitell, 2003).  
 
What is Information Privacy 
Warren and Brandeis (1890) described general privacy as “the right to be left alone.” According to the Nissenbaum 
(2004) Contextual Integrity theory, the context of the information is crucial, and a single solution that fits all 
situation concerning privacy is not possible. Several aspects as the nature of information and the situation, the roles 
of the participants receiving information and their relationship, and terms for sharing and further dissemination of 
the information, should be considered to determine a violation of privacy (Nissenbaum, 2004). In the quest for 
providing privacy definition, Smith et al. (2011) determined that information privacy is not anonymity, secrecy, 
confidentiality, security, and ethics. The context of privacy is related to the type of information (e.g., behavioral, 
financial, medical, biometric, consumer, biographical), the use of information by sector (e.g., healthcare, marketing, 
finance), political context (e.g., law enforcement, government, public data, media), and technological applications 
(Smith et al., 2011). Exploring the construct of information privacy within the information systems domain, 
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Bélanger and Crossler (2011) defined information privacy as an option for a person to control the disclosure of 
personal information. Schwartz and Solove (2011, 2012) further segmented the personal information in three 
information categories where a person can be singled out from others (identified), identification is possible 
(identifiable), and low risk of identification (non-identifiable information). The lack of having a precise definition of 
privacy information is creating more challenges for legislative authorities to address issues with privacy violations. 
What one person can consider private, others may not.  
 
Big Data and Privacy 
Today, digital information is stored, shared, combined, and duplicated fast and cheap. The European Data Protection 
Supervisor (EDPS) defined Big Data as “large amounts of different types of data produced at high speed from 
multiple sources, whose handling and analysis requires new and more powerful processors and algorithms” (van der 
Sloot & van Schendel, 2016, p. 113). Exabytes of data are flowing daily from Facebook, Google, ISP, phone 
providers, credit card transactions companies and more. A study shows that it would take 13,513 Boeing 747 planes 
to transport one exabyte of data recorded on DVDs (Kuner, Cate, Millard, & Svantesson, 2012). According to 
Munir, Yasin, Hajar, and Muhammad-Sukki (2015), scientists have to come up with new terms like zettabyte and 
yottabyte, to accommodate the deluge of data and there are significant benefits from the use of Big Data as increased 
efficiently, discoveries, variability, and improved performance, better customization, automated online support, and 
innovated products, and services (Munir et al., 2015). Polonetsky and Tene (2013) argue that Big Data creates 
tremendous opportunity for the world economy, national security, marketing, credit risk analysis, breakthroughs in 
medicine, data security, mobility, smart grid, energy use, and urban planning. Big Data represents the “Holy Grail” 
of online marketing ("The Privacy Legal Implications of Big Data: A Primer," 2013). At the same time, misuse of 
Big Data can lead to discrimination, overcriminalization, and other restricted freedoms. Facebook has profiles on 1.9 
billion users, Google 2 billion, Apple 1 billion, Experian has credit data on 918 million, Equifax 820 million, 
TransUnion 1 billion, Acxiom 700 million, Oracle 1 billion (Christl, Kopp, & Riechert, 2017). Consumers regularly 
disregard the online Privacy Policies and Terms & Conditions required by the Federal Trade Commission (FTC) 
Fair Information Practice Principles, which often do not include how the data is sold further to a data broker ("The 
Privacy Legal Implications of Big Data: A Primer," 2013).  Tracking online activities can create several implications 
for the user (Bujlow, Carela-Español, Solé-Pareta, & Barlet-Ros, 2015). Credit companies often are using 
customer’s online activities to assess their creditworthiness. Kreditech (Germany) uses up to 8,000 data points to 
evaluate a loan application, Lenddo (Philippines, Colombia, and Mexico) uses customer’ Facebook friends payment 
history to determine the credibility of the customers, and Kabbage lending (USA) require access to PayPal and eBay 
borrower’s accounts (Lobosco, 2013). Mac users pay on average 30% more than a PC user for a hotel room when 
using Orbitz website (Simon, 2012) and when using computers at a different location to rent the same car at Hotwire 
is changing the price with 25% (Elliott, 2009). Polonetsky and Tene (2013) argue that privacy risks should be 
weighed against Big Data rewards and the society at large should consider who is benefiting from the Big Data 
analysis, what are the benefits, and the level of certainty of the realization of those benefits. The benefits to the 
society can outweigh the concerns of risk in individual privacy; however, individuals still don’t have access to the 
aggregated data from various institutions to ripe personal benefits of Big Data (Tene & Polonetsky, 2013). 
 
Regulations Addressing the Collection of Personal Information 
The Edward Snowden revelation about the practices of the US National Security Agency (NSA) in 2013 created a 
clearer picture of the war against information privacy (Ephraim & Discourse, 2017). Bulk collection practices of 
foreign and domestic information rippled in the European Union’s decision to create the General Data Protection 
Regulation (GDPR) in 2016 which became effective in May 2018. Some of the key points of the GDPR are to 
synchronize data privacy laws across Europe, protect EU citizens data privacy and reform the way organizations 
approach data privacy "{Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 
on the protection of natural persons with regard to the processing of personal data and on the free movement of such 
data, and repealing Directive 95/46/EC (General Data Protection Regulation)}" 2016). The failure to comply can 
cost up to €20 million or up to 4 percent of annual global revenues of the companies (including USA companies).  
At the same time, the USA Federal Communications Commission (FCC) proposed rules that required privacy 
protection from the Internet Service Providers (ISPs) and to provide opt-out option, customer permission for 
collecting and sharing data, including user's health and financial details, browsing history, app usage, and geo-
location ("FCC Adopts Privacy Rules To Give Broadband Consumers Increased Choice, Transparency And Security 
For Their Personal Data," 2016). However, as a result of lobbying for ISPs and tech firms, lawmakers were 
persuaded to dismantle such regulation (Kindy, 2017). Currently, there are no restrictions on what ISPs could do 
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with the consumer’s data. Some states have initiated their own rules for the protection of private information. Some 
companies offer to opt-out and request for the removal of personal data. However, the consumers are faced with a 
labyrinth of online pages, various verifications, and in some cases payment. Currently, in the USA, there is no 
clearly defined legislation addressing the handling of private data from data brokers (Grauer, 2018b). To address 
privacy concerns, Klosek (2014) argues that a new privacy law should follow the existing regulations applied to use 
non-public personal information in as the Gramm-Leach-Bliley Act (GLBA) for financial sector, HIPPA for the 
health sector, Fair Credit Reporting Act for credit reports and state laws as the Massachusetts Data Security 
regulations. Some states are addressing the issue locally. The California Consumer Privacy Act (CCPA) requires the 
presence of deletion request, disclose any third parties’ companies, and an opt-out option. The Vermont law - H.764, 
requires data brokers selling data to third parties to implement a written information security program, disclose the 
type of the collected data, and an opt-out option. Illinois’s Biometric Information Privacy Act (BIPA) is addressing 
companies collecting fingerprints, face scans, or other biometric identifiers from consumers and employees 
(Lazzarotti & Gavejian, 2019). Despite all the attempt to address privacy concerns, currently, the USA is the wild 
west for Big Data. Giants like Apple, Amazon, Facebook, Google, and Microsoft spent a combined $64 million to 
shape U.S. regulations and stave off government scrutiny in 2018 (NG, 2018; Romm, 2018).  
 
Technology Addressing Privacy Invasion 
Norberg, Horne, and Horne (2007) present privacy concerns about consumer information been collected by 
marketers to leverage current technology and data analysis. Technological attributes contributing to the information 
privacy concerns are direct marketing, internet and e-commerce, data mining and profiling, monitoring and 
surveillance, communication, ubiquitous computing, and web 2.0 (Smith et al., 2011). Moura and Serrão (2015) 
argue that Big Data application posits significant challenges to security and propose the use of Social Networks 
Right Management System with Encryption and Software Defined Networking (SDN), as possible solutions. By 
using such a system, the user can define personal privacy policy and only connect to social networks that comply 
with it. Van den Hoven, Blaauw, Pieters, and Warnier (2014) argue that technology should be designed to 
accommodate privacy requirements in a way to prevent privacy violations. Several antitracking tools and methods 
already exist. Tracking Protection List (TPL) can block third parties content (Li, Hang, Faloutsos, & Efstathopoulos, 
2015), ShareMeNot and Privacy Badger are browser extensions that block Facebook tracking activity (Lécuyer et 
al., 2014). Additional antitracking tools are AdBlock Plus, Request-Policy, Zend2, Kproxy, SecurityKISS, 
CyberGost, VPN Services, Tor browser, Privoxy, NoScript, Flashblock, Vanish, Disconnect, and Meddle (Bujlow et 
al., 2015). Other security habits as opting-out cookies, Do Not Track browser settings, use of privacy-focused search 
engines as DuckDuckGo, Startpage, Ixquick, private browser mode settings, regular clean-up of browser cache and 
history, and use of e-mail aliases can also prevent private data collection online (Bujlow et al., 2015). Lécuyer et al. 
(2014) created the XRay plugin to research sensitive-data targeted advertisement practices used by Gmail, Amazon, 
and YouTube. In one of the scenarios an individual created multiple fake emails containing words as “cancer,” 
“AIDS,” “bankruptcy,” and “unemployment” and received numerous advertisements from an insurance company 
matching the illness-related fake emails. Lécuyer et al. (2014) repeated the experiment with the same result with 
other sensitive keywords for topics as Alzheimer, cancer, depression, African American, homosexuality, pregnancy, 
divorce, debt, etc. Enck et al. (2014) created a dynamic taint tracking system TainDroid, to track the flow of 
privacy-sensitive data from third-party mobile applications and found that 20 applications are misusing user’s 
private information. In an undercover study of 150 smartphone apps and 120 websites in Germany, Herrmann and 
Lindemann (2016) observed 20% of the owners disclosing personal data to impostors. Meddle is a tool designed by 
students to filter the traffic from mobile devices, support VPN, blocking advertisement and provide visibility of all 
established connections on the device (Rao et al., 2013). The application is informing the user on the apps access to 
personal information (and its destination) and enable the user to decide on how to proceed. Another experimental 
service called $heriff, allows the online customers to trace dynamic price discrimination based on the location, 
browser/OS, incoming link, navigation history, and more (Iordanou, Soriente, Sirivianos, & Laoutaris, 2017). 
Disconnect is a privacy protection tool for browsers and mobile devices which provide real-time visualization of the 
online trackers and has a VPN capability to block over 5000 trackers (Heitzmann, Jackson, Oppenheim, & Toyens, 
2011). Current technologies to prevent web browsers from tracking and recording private information are based on 
the concept of blocking  tracking activities. Despite all available tools addressing such activities the problem 
persists. The privacy paradox is a perfect example of failing to protect personal information using the available tech 
tools. 
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Privacy Paradox 
Privacy paradox is the contradiction of a user’s information privacy attitude vs. actual behavior (Brown, 2001; 
Norberg et al., 2007). The privacy paradox is a perfect example of the use of technology failing to protect personal 
information by trading personal information for a perceived benefit. Norberg et al. (2007) empirically demonstrated 
that people provide more personal information that they say they will. Several studies estimated the trade-off value 
of personal information for a perceived benefit, consistent with (Debatin, Lovejoy, Horn, & Hughes, 2009; Lee, 
Park, & Kim, 2013; Polonetsky & Tene, 2013). In several experiments, Huberman, Adar, and Fine (2005) estimated 
the price for which people are willing to disclose their age ($57.56) and weight ($74.06). Hann, Hui, Lee, and Png 
(2007) estimated that improper handling of personal information ($30.49 to $44.62) when the user has to choose 
convenience vs. privacy protection. The two-phase study by Carrascal, Riederer, Erramilli, Cherubini, and de 
Oliveira (2013) showed that personal information value is significantly low. The study estimated that the monetary 
value for which a user agrees to disclose personal information in exchange for benefits, is on average 7€ for a user’s 
browsing history, 25€ for offline personal information (age, address, economic status), 12€ for social networks 
interaction, 15.5€ for finance websites, 2€ for search activities, and 5€ for online shopping. Contrary to that, 
Egelman, Felt, and Wagner (2013) study showed that smartphone users are willing to pay more for privacy 
protection when presented with such an option. In online social networks, the benefits of a social relationship, social 
validation, self-representation, and diversion and entertainment outweigh the risk of self-disclosing (Debatin et al., 
2009; Lee et al., 2013). Another reason for over-disclosure on a social website without concerns for the associated 
risk is perceived social capital gain (Ellison, Vitak, Steinfield, Gray, & Lampe, 2011; Stutzman, Vitak, Ellison, 
Gray, & Lampe, 2012). According to Mothersbaugh, Foxx, Beatty, and Wang (2012), privacy paradox occurs from 
unaccountability for information sensitivity. To provide a better understanding of the privacy paradox, Flender and 
Müller (2012) apply a quantum theory concept where the decision of human been is determined at the time of the 
decision but not before. Baek (2014) argues that discrepancy between privacy attitude vs. actual behavior will 
disappear if a person is offered the option to choose how online companies will use personal information. The 
privacy paradox makes it harder for government policymakers to address the raised privacy concerns (Kokolakis, 
2017). When there is no law to address specifically the collection of private information, people tend to falsify their 
information online if they consider that the companies are acting unethically (Punj, 2017). 
 
 Why People are Falsifying Online 
The growing customers’ skepticism is fueled by the constant collection of personal information from companies 
offering a variety of online retail and services. More and more consumers clearly understand the significance of 
sharing personal data online. In a research survey for consumer perceptions of online registration by Blue Research, 
76% admit to having provided incorrect or incomplete information when filling out a form for a new account online 
(Olson, 2011). Another research commissioned by RSA network security company surveyed 7500 consumers from 
France, Germany, Italy, UK, and the USA shows 41% to intentionally falsifying personal information online when 
signing up for product and services and 69% entirely boycotting the companies that are knowingly mishandling 
personal data (Ismail, 2018). The most frequently falsified types of personal information include a phone number 
(27%), date of birth (17%), email (16%), address (15%), name and age (14%) (Ismail, 2018). M. O. Lwin and 
Williams (2003) research on antecedents leading to the fabrication of personal information suggests that attitudes, 
perceived behavioral control, and perceived moral obligation play significant roles in fabrication behavior, while 
subjective norms are not. Metzger (2007) used the Communication Privacy Management (CPM) theory (Petronio, 
2006) to investigate the relationship between information disclosure and privacy, including withholding and 
falsifying information, in e-commerce. According to CPM, people believe that they have the right to control their 
own information using personal privacy rules (Petronio, 2002). The findings suggest that consumers have limits 
when it comes to disclosing sensitive personal information online. Blank, Bolsover, and Dubois (2014) found that 
young people tend to do more to protect their data online more than the older ones. To protect private information, 
young people take varieties of action on social media website such as using pseudonyms and providing false 
information (Miltgen & Peyrat-Guillard, 2014), applying profile restriction and privacy settings (Hargittai, 2010), 
and limiting friends, tags, and photos (Young & Quan-Haase, 2013). Boyles, Smith, and Madden (2012) found that 
54% of mobile users have decided not to install certain apps (54%) and removing already installed apps (30%) on 
their phone considering how much personal data the app collects. People falsify their information online for varieties 
of reasons. Rainie et al. (2013) estimated that 86% of American consumers have falsified or misrepresented their 
information online. Mehmood, Natgunanathan, Xiang, Hua, and Guo (2016) suggest falsifying data before further 
distribution to a third party as an access restriction technique against non-trusted online practices. The data can be 
distorted by using tools as Socketpuppet and MaskMe where individual’s real behavior online is obscured by using a 
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false identity and pretending to be someone else (Xu, Jiang, Wang, Yuan, & Ren, 2014).  According to Miltgen and 
Smith (2018) survey’ results, 75% confirm that they have given inaccurate information in response to data requests 
and that context is playing an important role in the decisions to adopt falsification and withholding behavior. People 
are more likely to falsify data because the collection of sensitive data creates a sense of discomfort and perception of 
personal invasion (Malheiros, Preibusch, & Sasse, 2013; Metzger, 2007). Tene and Polonetsky (2013) argue that 
organizations should be more transparent about their data collection practices and enable users to declare their own 
policies, preferences, and terms or engagement. When such an option is not offered some users adopt criminal-like 
behavior and falsify the requested information while filling up online forms gatekeeping the information they are 
pursuing to prevent the misuse of personal data. A primary motivation for such a behavior is the attempt to escape 
unsolicited advertising (Malheiros et al., 2013). Poisoning of online data as a risk mitigation strategy for privacy 
protection is not widely researched and could be further investigated. So far, there is limited research about the 
reasons that make users disclose, withhold or falsify personal information on web forms (Malheiros et al., 2013). 
 
 

PROPOSED RESEARCH METHODOLOGY 
 

A study by  Choi, Levy, and Hovav (2013) supported the ineffectiveness of self-reporting tools (survey) when it 
comes to assessing cybersecurity skills. According to Vaishnavi and Kuechler (2004) Design Science Research 
creates missing knowledge using design, analysis, reflection, and abstraction. The elements of design science 
research includes identifying the problem, defining possible solution objectives, designing and development, 
demonstration, evaluation, and communication (Gregor & Hevner, 2013; Peffers, Tuunanen, Rothenberger, & 
Chatterjee, 2007). To assess sensitive-data targeting practices by advertisers, Lécuyer et al. (2014) used the XRay 
tool. To address the phenomenon of the privacy paradox, the suggested study will create an artifact tool, similar to 
the Google Chrome browser extension of storing your data for further use ("Fill out forms automatically," 2019) and 
contains pre-defined fake profiles. The artifact will use fake profiles with less than ten attributes for volunteers to 
test the concept of falsifying personal data for privacy protection. The quantity and the content of the emails 
received will be evaluated. The conceptual model, see Figure 1, used to explain the process of collecting the data is 
based on the Blackbox software testing model.  

 
Figure 1 Concept of a Blackbox model

The study will be sequential: create a proof of concept tool, create fake profiles, recruit volunteers, run the 
experiment for 3-6 months, collect the data from the emails, analyze the data for common themes per profile, 
compare the results to the existing literature, and assess the participants’ opinion of using such strategy for the future 
via survey. An example of fake profile elements could be a name, address, zip code, age & date of birth, gender, 
phone number, email address, etc. When a user is presented with a choice of filling out a form online, instead of real 
information, the user will use the artifact to automatically fill the form with predefined fake information 
corresponding to the fake identity profile. Every profile has a corresponding newly created real email which will 
function as a container receiving the targeted email. The data collected from emails will be text mined for common 
themes to evaluate if there is an effect of the use of fake information. The study will apply quantitative text analysis. 
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SUMMARY 
 
It is very challenging to define what is considered private information. According to the Nissenbaum (2004) 
Contextual integrity theory, the context of the information is crucial. No single solution that will fit all exist because 
what is considered private for one individual may not be the same for others. Current technology to prevent personal 
data collection from web tracking application is based on blocking the app itself or part of its functionality. The 
privacy paradox renders such tools ineffective because the user inputs the data voluntarily when not presented with 
another choice. Currently, in the USA, there is no law addressing the scooping of personal data online and a 
technical solution to address the privacy paradox. The extent of data collection (private or not) and the use of it in 
the areas of healthcare, education, housing, and employment is disturbing. The students, unaware of such a 
practices, may become targets for deceptive cybersecurity attacks and opportunistic and even predatory marketing 
ploys (Oravec, 2017). It is very important to educate students to protect information infrastructure at their future 
work place and also keep the same practices when it comes to their private information. Empowering the user to 
decide what he/she consider private by using falsifying data approach could be one of the solutions.  
 
Limitations and Future Work 
The research will only address private online companies and exclude the law enforcement website, IRS, credit 
website, and similar. If personal data is falsified at such institutions, the act is considered fraud and Identity theft. 
The research will not present the whole cycle of the fake information due to lack of access to who the fake data is 
sold. A falsifying personal data approach will create a mixture of real (email) and fake data (profile) to poison the 
data stream collected by various browsers, applications, and other data collecting apps. The artifact can be expanded 
to create fake browsing data, a background-run app and do a fake online search based on specified profile parameter. 
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