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Abstract 

 
 
 The integration of Generative AI into cybersecurity practices has opened new possibilities for automating 
and enhancing offensive security operations. This study explores the application of ShellGPT in the 
context of web application penetration testing using the OWASP Web Security Testing Guide (WSTG) 
as the methodological framework. The experiment targeted a vulnerable application and systematically 
progressed through reconnaissance, enumeration, and exploitation phases. Notably, ShellGPT 
successfully identified and exploited an SQL injection vulnerability, enabling full data extraction from the 
backend database. Results show that LLMs can generate accurate commands and support non-expert users 
throughout the penetration testing lifecycle.  
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Introduction  
 
The financial impact of data breaches continues to rise, the global average cost of a data breach reached 
USD 4.88 million, 10% increase from the previous year (IBM, 2024). This increase is largely driven by 
operational disruptions, loss of customers, and post-breach remediation efforts. Therefore, Penetration 
testing has become a fundamental practice in contemporary cybersecurity due to the increasing frequency, 
complexity, and impact of cyberattacks affecting organizations worldwide (Alhamed & Rahman, 2023). As 
digital infrastructures expand and integrate deeply with operational processes across sectors such as 
healthcare, finance, and government, new vulnerabilities emerge that adversaries can exploit (Lazarov, 
2025). Penetration testing allows organizations to proactively simulate real-world attacks in controlled 
environments, helping to identify vulnerabilities and prioritize remediation efforts (Alhamed & Rahman, 
2023). Regulatory frameworks such as ISO 27001, PCI DSS and NIST Cybersecurity Framework have 
emphasized the need for periodic security assessments to ensure compliance and readiness against evolving 
threats (PCI Security Standards Council, 2024; National Institute of Standards and Technology, 2024; ISO, 
2022). Therefore, systematic penetration testing is necessary to protect organizational assets, maintain 
stakeholder trust, and enhance incident preparedness. 
 
In addition, the growing use of Large Language Models (LLMs) has significantly transformed the 
cybersecurity landscape, particularly within the offensive domain such as penetration testing. GPT-4 has 
demonstrated advanced capabilities in natural language understanding, code generation, and contextual 
analysis, facilitating their integration into automated penetration testing (PT) scenarios and web application 
exploitation (Uddin et al., 2025; Chen et al., 2024). This technological evolution has led to combine 
generative AI with pentesting methodologies from reconnaissance to complex attack simulation (McKinnel 
et al., 2019). 
 
Recent studies have highlighted the value of LLMs in planning and executing attack paths. (Chen et al., 
2024) emphasize that LLMs can be used to simulate attack scenarios, generate offensive actions, and adapt 
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attacks to the target environment. Similarly, Uddin et al., (2025) use LLM to generate payloads to evaluate 
the effectiveness of system resilience through simulated attacks. These capabilities not only accelerate the 
exploitation cycle but also enhance the effectiveness of identifying vulnerabilities and attack vectors. 
 
However, the use of LLMs in offensive contexts also raises significant ethical and technical challenges. 
McKinnel et al. (2019) point out that although AI integration into vulnerability assessment improves 
efficiency and scalability, it introduces risks such as false positives, reliance on limited training data, and 
potential misuse by malicious actors. This study has the purpose of examining how Generative AI (GenAI) 
tools can be integrated into web application penetration testing and assessing their overall impact on the 
penetration testing process. 
 
 

Literature Review  
 
In recent years, the rise of Generative Artificial Intelligence (GenAI), particularly Large Language Models 
(LLMs), has transformed how penetration testing is conceived and executed. Several recent studies have 
demonstrated the potential of these technologies to automate tasks traditionally reserved for human experts, 
thereby reducing costs and accelerating security assessment cycles (Hilario et al., 2024; Zaydi & Maleh, 
2025). 
 
Hilario et al. (2024) used ChatGPT 3.5 in conjunction with ShellGPT to carry out full penetration tests in 
simulated environments. Their work demonstrated that an LLM can guide the entire pentesting cycle from 
reconnaissance to exploitation while offering accurate commands and generating quality reports. This study 
focused mainly on evaluating network services. 
 
By other hand, Martínez et al. (2025) conducted a comparative analysis of ChatGPT-4, Claude Opus, and 
GitHub Copilot under the Penetration Testing Execution Standard (PTES) framework. They found that 
while LLMs cannot fully replace human pentesters, they provide significant support, especially during 
intelligence gathering and exploitation phases. This finding aligns with that of Zaydi & Maleh (2025), who 
highlight how tools like ShellGPT automate key tasks such as dynamic payload generation and privilege 
escalation. 
 
Frameworks like CAI (Mayoral-Vilches et al., 2025) and BreachSeek (Alshehri et al., 2024) push this 
automation further by deploying multi-agent architectures that integrate LLMs with toolchains to simulate 
full-scale attacks in realistic scenarios. Both frameworks focused on infrastructure assessment. Fang et al. 
(2024) demonstrated that red teams who used LLM agents can exploit zero-day vulnerabilities without prior 
knowledge. 
 
Wang & Johnson (2024) proposed an AI-moderated knowledge discovery model that leverages ChatGPT, 
to analyze simulated network traffic and identify potential vulnerabilities. Their study, grounded in strategic 
principles from The Art of War, demonstrates how GenAI can improve the efficiency of knowledge 
discovery in pentesting scenarios. However, they also reveal critical limitations, including reduced accuracy 
with large input files and the need for human validation of AI-generated findings.  
 
Based on the above discussion, this section has identified two gaps in the literature: 1) application of LLMs 
to perform penetration testing against web application, and 2) lack of studies using penetration testing 
methodologies on the context of modern web application. 
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Theorical Framework 
 
Generative AI 
 
Generative AI (GenAI), particularly through Large Language Models (LLMs), is reshaping penetration 
testing by enabling automation, contextual reasoning, and intelligent task execution across the attack 
lifecycle. GenAI tools can simulate adversarial behavior, craft dynamic payloads, and generate commands 
in natural language, lowering barriers to complex offensive operations while accelerating test cycles  
(Aung et al., 2025).  
 
The use of ShellGPT in this study is justified by its specialized ability to understand and generate shell 
language commands, an essential capability in IT operations where precision and efficiency are critical. 
Unlike general-purpose language models such as GPT-2 (Uddin et al., 2025) or programming-oriented 
variants like CodeGPT (Lu et al., 2021), ShellGPT is specifically tailored for the shell domain through 
techniques such as pre-tokenization and Equivalent Command Learning, which enhances the model’s 
semantic understanding of functionally similar commands (Shi et al., 2023). These domain-specific 
adaptations enable ShellGPT to outperform baseline models in key tasks such as command 
recommendation, error correction, and natural language-to-shell translation, making it a robust tool for 
reliable automation and intelligent assistance in operating system environments. 
 
In this context, ShellGPT, a command-line interface that integrates OpenAI's GPT models, operationalizes 
GenAI for cybersecurity by translating user prompts into executable shell commands, supporting 
reconnaissance, exploitation, and privilege escalation directly from the terminal (TheR1D, 2023).  
 
Such integration enhances tester productivity and bridges skill gaps by enabling even non-experts to 
perform sophisticated operations. As noted by Hilario et al. (2024), tools like ShellGPT exemplify how 
LLMs can augment penetration testing workflows, though they also introduce risks such as hallucinated 
commands and overreliance on AI outputs, underscoring the need for expert oversight and secure 
deployment practices. 
 
 
Web Security Testing Guide (WSTG) 
 
The OWASP Web Security Testing Guide (WSTG) serves as a comprehensive and community-driven 
methodology for assessing the security of modern web applications. WSTG has become a widely 
recognized standard in the field of application security testing (OWASP, 2023). It offers a structured and 
modular approach to identify, verify, and document security vulnerabilities, aligning with both industry 
best practices and evolving threat models. 
 
WSTG is organized in categories that reflect the various stages and components of a typical web application 
penetration testing, including Information Gathering, Configuration and Deployment Management Testing, 
Authentication Testing, Session Management Testing, Access Control Testing, Input Validation Testing, 
and Business Logic Testing, among others. Each test case is methodically documented with objectives, test 
procedures, and references to known vulnerability, such as OWASP Top Ten (OWASP, 2023). 
 
WSTG is a mature, adaptable, and theoretically grounded methodology that reflects both the practical needs 
of penetration testers and the strategic imperatives of secure software engineering. Therefore, this study 
will use this methodology. 
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Methodology 
 
The penetration testing experiment was based on using interactions with ChatGPT through the command-
line interface (CLI), utilizing sgpt to run shell commands in Kali Virtual Machine. The selected web 
application target was http://testaspnet.vulnweb.com. The methodology used was WSTG to emulate the 
experience of a pentester who has used security tools manually but does not yet have the syntax or tool 
parameters memorized.  
 
In this study, we employ a pre-trained GPT model without applying any fine-tuning or additional training. 
This decision aligns with the methodology proposed by Hilario et al. (2024), who emphasize that “no fine-
tuning was conducted on the GPT model; all outputs were generated using the default behavior of the model 
as provided by OpenAI.” Instead of modifying the model’s internal parameters, we adopt a prompt 
engineering approach to guide the model’s output through carefully crafted input examples. This strategy 
enables the evaluation of the model’s zero-shot performance and its inherent capabilities in translating 
natural language instructions into shell commands without domain-specific adaptation. 
 
Experimentation 
 
Information Gathering 
 
Step 1: Conduct Search Engine Discovery Reconnaissance for Information Leakage (WSTG-INFO-01) 
 
Objective: Map the exposed attack surface of a target domain, revealing subdomains, IP addresses and 
services. 
 

Terminal Input for GenAI: 
sgpt --shell "Execute recon of domain vulnweb.com" 
 
Terminal Output: 
whois vulnweb.com && dig vulnweb.com && nslookup vulnweb.com && host vulnweb.com && 
theHarvester -d vulnweb.com -l 100 -b all 

 
 

Terminal input for GenAI: 
 
sgpt --shell "Execute enumeration of vulnweb.com with amass" 
 
Terminal Output: 
 
amass enum -d vulnweb.com 
 

 
Explanation: To gather preliminary intelligence on the target domain vulnweb.com, a set of standard 
reconnaissance and enumeration tools were executed. These tools are needed to identify domain registration 
details, DNS configurations, email addresses, and associated subdomains, which are crucial for mapping 
the attack surface.  By combining passive and active enumeration, the reconnaissance phase was able to 
construct a detailed profile of the domain's internet-facing assets like http://testaspnet.vulnweb.com 
 

http://testaspnet.vulnweb.com/
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Step 2: Fingerprint Web Application Framework (WSTG-INFO-08) 
 
Objective: Fingerprint the components used by the web application such as Web Application Firewall.  
 

Terminal Input for GenAI: 
sgpt --shell "Identify web application firewall on http://testaspnet.vulnweb.com" 
 
Terminal Ouptut: 
wafw00f http://testaspnet.vulnweb.com 

 
Explanation: To determine whether the target web application is protected by a Web Application Firewall 
(WAF), the tool wafw00f was employed. It is identified Microsoft Web Application Firewall was 
implemented.  
 
 
Step 3: Identify Application Entry Points (WSTG-INFO-06) 
 
Objective: Identify possible entry points like ports and services 
 

Terminal Input for GenAI: 
sgpt --shell "Scan all ports and services of http://testaspnet.vulnweb.com"  
 
Terminal Output: 
nmap -p- -sV testaspnet.vulnweb.com 
 

 
 

Terminal Input for GenAI: 
sgpt --shell "Scan ports and services of http://testaspnet.vulnweb.com"  
 
Terminal Output: 
nmap -sV testaspnet.vulnweb.com 
 

 
 
Explanation: To assess the external attack surface of the target host http://testaspnet.vulnweb.com, two port 
scanning strategies were employed using Nmap. These scans aim to identify open ports, associated services, 
and potentially vulnerable software versions running on the target host. It was identified that the web server 
has IIS service on port 80.  
 
Step 4: Enumerate Applications on Webserver (WSTG-INFO-04) 
 
Objective: Enumerate the applications or URLs in the web server. 
 

Terminal Input for GenAI: 
sgpt --shell "Execute dirsearch recurservely of http://testaspnet.vulnweb.com and exclude codes 
500,404,403" 
 

http://testaspnet.vulnweb.com/
http://testaspnet.vulnweb.com/
http://testaspnet.vulnweb.com/
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Terminal Output: 
dirsearch -u http://testaspnet.vulnweb.com -r -x 500,404,403 
 

 
Explanation: To identify hidden resources within the web application hosted at 
http://testaspnet.vulnweb.com, the tool dirsearch was employed for automated directory enumeration. The 
command used, enables recursive scanning of directories and subdirectories while excluding common 
HTTP error responses (500, 404, and 403) to reduce false positives and irrelevant output. This method 
facilitates the discovery of unlinked or misconfigured endpoints that may expose sensitive files, 
administrative interfaces, or development artifacts. Recursive enumeration is particularly effective in 
uncovering deeply nested content structures that could be overlooked during standard scanning. It was 
identified different URLs within the web server, one of them is http://testaspnet.vulnweb.com/default.aspx 
 
Step 5: Map Execution Paths Through Application (WSTG-INFO-07) 
 
Objective: Map the target application and URLs for input validation. 
 

Terminal Input for GenAI: 
 
sgpt --shell "Execute list URLs of http://testaspnet.vulnweb.com/default.aspx"    
 
Terminal Output: 
                 
curl -s http://testaspnet.vulnweb.com/default.aspx | grep -oP '(?<=href=")[^"]*' 
 

 
Explanation: This command operates by first using curl -s to silently fetch the raw HTML content of the 
specified webpage, suppressing any progress or error messages to ensure clean output. The resulting HTML 
is then piped into grep, configured with the -o flag to output only the matching substrings and the -P flag 
to enable Perl-Compatible Regular Expressions (PCRE). The regular expression (?<=href=")[^"]* utilizes 
a positive lookbehind assertion to locate content that immediately follows the attribute href=", capturing all 
non-quote characters until the next closing quote. This precisely isolates the values of href attributes, i.e., 
the URLs embedded in hyperlinks within the HTML structure. The result is a list of all link targets present 
in the document, including both internal and external references. So, it was identified the URL 
http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html 
 
Input Validation 
 
Step 6: Testing for SQL Injection (WSTG-INPV-05) 
 
Objective: Identify SQL injection points.  
 

Terminal Input for GenAI: 
 
sgpt --shell "Execute sqlmap to 
http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html" 
 
Terminal Output: 

http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html
http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html
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sqlmap -u "http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html" --batch 
 

 
 
Explanation: This command leverages sqlmap, an open-source penetration testing tool designed to detect 
and exploit SQL injection flaws. The -u flag specifies the target URL containing potentially injectable 
parameters, specifically, id and NewsAd, which are query string inputs. By including both parameters in 
the full URL, the tool is able to systematically test them for vulnerability to SQL-based attacks. The --batch 
option enables non-interactive execution by automatically selecting default choices during the testing 
process, making it suitable for automation or scripted evaluations. This approach eliminates the need for 
human intervention during runtime and ensures consistent testing conditions. SQLmap identified three 
successful payloads: Boolean, Stacked and Time-based injection.  
 
Step 6.1: List Databases 
 
Objective: Enumerate databases of the web application.  
 
 

Terminal Input for GenAI: 
 
sgpt --shell "Execute sqlmap to enumerate databases of 
http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html" 
 
Terminal Output: 
 
sqlmap -u "http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html" --dbs 
 

 
 
Explanation: For our analysis, the terminal executed SQLMap command which allowed us to validate the 
tool’s effectiveness in identifying injection points and retrieving schema-level metadata. This process 
supports the broader goal of demonstrating automated techniques for detecting security weaknesses in web 
applications. It was identified six databases: master, acuforum, acuservice, model, msdb and tempdb. 
 
Step 6.2: Show current database. 
 
Objective: Show current database of the web application.  
 

Terminal Input for GenAI: 
 
sgpt --shell "Execute sqlmap to identify current database of  
http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html" 
 
Terminal Output: 
 
sqlmap -u "http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html" --current-db 
 

http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html
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Explanation: To determine the active database context of the target web application, the terminal used the 
--current-db option in SQLMap. This allowed us to identify the specific database currently in use after 
confirming the presence of a SQL injection vulnerability. It was identified database “acublog”. This 
database wasn’t identified when list databases.   
 
 
Step 6.3: List tables. 
 
Objective: Show list of tables of a determined database.  
 

Terminal Input for GenAI: 
sgpt --shell "Execute sqlmap to list tables of acublog of  
http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html" 
 
Terminal Output: 
sqlmap -u "http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html" --
dbms="Microsoft SQL Server" -D acublog –tables 
 

 
Explanation: To enumerate the tables within the target database, the terminal executed SQLMap with the -
-tables option, specifying the database name acublog and the DBMS as Microsoft SQL Server. This allowed 
us to retrieve the full list of table names, facilitating further analysis and targeted data extraction. Such 
enumeration is a critical step in assessing the extent of a SQL injection vulnerability and understanding the 
underlying database structure. It was identified three tables in acublog database: comments, news and users. 

 
 
Step 6.4: List columns. 
 
Objective: Show list of columns of a determined table.  
 

Terminal Input for GenAI: 
sgpt --shell "Execute sqlmap to list columns of users table of acublog database  
http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html" 
 
Terminal Output: 
sqlmap -u "http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html" -D acublog  
-T users --columns 
 

 
Explanation: To analyze the structure of a specific table, the terminal used SQLMap with the --columns 
option targeting the users table within the acublog database. This step enabled the extraction of column 
names and data types, which is essential for understanding the schema and planning further data retrieval. 
Such structural enumeration provides critical insights into how sensitive information may be stored and 
accessed through SQL injection vulnerabilities. It was identified three columns in table users: alevel, uname 
and upass. 
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Step 6.5: Dump table. 
 
Objective: Show data of determined table.  
 

Terminal Input for GenAI: 
sgpt --shell "Execute sqlmap to dump users table of acublog database 
http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html"  
 
Terminal Output: 
sqlmap -u "http://testaspnet.vulnweb.com/ReadNews.aspx?id=0&NewsAd=ads/def.html" -D acublog -
T users --dump 

 
Explanation: To complete the exploitation process, the terminal used SQLMap’s --dump option to extract 
the full contents of the users table from the acublog database. This operation enabled the retrieval of stored 
user records, which is essential for evaluating the sensitivity of the exposed data. The ability to access such 
information underscores the critical impact of SQL injection vulnerabilities on data confidentiality and 
system security. It was dumped data of table “users” 
 
 

Results and Discussions  
 

The experiment demonstrated that ShellGPT, when integrated with traditional penetration testing tools such 
as sqlmap, nmap, dirsearch, and amass, can effectively automate multiple stages of the OWASP Web 
Security Testing Guide (WSTG). Full reconnaissance of the target domain (testaspnet.vulnweb.com) was 
successfully achieved, revealing subdomains, IP addresses, and identifying an IIS service running on port 
80. During enumeration, several URLs and application entry points were discovered. Notably, a SQL 
injection vulnerability was identified in the id parameter of the ReadNews.aspx endpoint. This allowed for 
the enumeration of databases, tables, and columns, and ultimately enabled data extraction from the users 
table. The LLM accurately generated shell commands at each step without requiring the user to memorize 
tool syntax or parameters, thereby streamlining the testing workflow. 
 
These findings confirm that generative models like ChatGPT, when accessed via ShellGPT, can not only 
assist but enhance the efficiency of web application penetration testing. In alignment with prior research 
(Hilario et al., 2024; Uddin et al., 2025), this study reinforces the capability of LLMs to support tasks such 
as reconnaissance, exploitation, and post-exploitation. Nevertheless, limitations were observed: 
overreliance on AI-generated commands can lead to ineffective or incorrect execution, as previously noted 
by Aung et al. (2025). Moreover, while the process was largely automated, human validation remains 
essential to confirm findings and mitigate false positives. This work also highlights a notable gap in current 
literature: the lack of empirical studies applying LLMs in structured methodologies like WSTG specifically 
for modern web applications, thus reinforcing the significance of this contribution. 
 
To assess the reliability and accuracy of ShellGPT in the penetration testing workflow, a comparative 
analysis was conducted between the commands generated by the language model and those typically 
expected from experienced human pentesters. The table below summarizes this comparison across each 
major testing step in alignment with the OWASP Web Security Testing Guide (WSTG). 
 
 
 



Issues in Information Systems 
Volume 26, Issue 1, pp. 502-514, 2025 

 
  
 

511 
 

Table 1: Commands Generated by ShellGPT vs. Expected Commands from a Penetration Tester 
 
WSTG Test Case Prompt to ShellGPT Command Generated by 

ChatGPT 
Expected Command 
for pentester Difference Assessment 

WSTG-INFO-01 "Execute recon of domain 
vulnweb.com" 

whois vulnweb.com && dig 
vulnweb.com && nslookup 
vulnweb.com && host 
vulnweb.com && 
theHarvester -d vulnweb.com 
-l 100 -b all 

whois, dig, nslookup, 
host, theHarvester None Correct and 

comprehensive 

WSTG-INFO-01 "Execute enumeration of 
vulnweb.com with amass" amass enum -d vulnweb.com amass enum -d 

<domain> None Fully accurate 

WSTG-INFO-08 
"Identify web application 
firewall on 
http://testaspnet.vulnweb.com" 

wafw00f 
http://testaspnet.vulnweb.com wafw00f <url> None Accurate 

WSTG-INFO-06 "Scan all ports and services..." nmap -p- -sV 
http://testaspnet.vulnweb.com 

nmap -p- -sV 
<ip/domain> 

Minor: 
URL 
instead of 
IP 

Functionally 
equivalent 

WSTG-INFO-06 "Scan ports and services..." nmap -sV 
testaspnet.vulnweb.com nmap -sV <domain> None Correct 

WSTG-INFO-04 "Execute dirsearch 
recursively..." 

dirsearch -u 
http://testaspnet.vulnweb.com 
-r -x 500,404,403 

dirsearch -u <url> -r -
x <codes> None Fully correct 

WSTG-INFO-07 "Execute list URLs of..." `curl -s  grep -oP 
'(?<=href=")[^"]*'` 

curl with 
regex-
based 
parsing 

None 

WSTG-INPV-05 "Execute sqlmap to ..." sqlmap -u "<url>" --batch sqlmap -u <url> with 
options None Fully valid 

WSTG-INPV-05 "List databases" sqlmap -u "<url>" --dbs sqlmap -u <url> --dbs None Accurate 

WSTG-INPV-05 "Show current database" sqlmap -u "<url>" --current-
db 

sqlmap -u <url> --
current-db None Accurate 

WSTG-INPV-05 "List tables" 
sqlmap -u "<url>" --
dbms="Microsoft SQL 
Server" -D acublog --tables 

With or without --
dbms 

Optional 
flag, not 
required 

Slightly 
verbose but 
acceptable 

WSTG-INPV-05 "List columns" sqlmap -u "<url>" -D acublog 
-T users --columns 

sqlmap -u <url> -D 
<db> -T <table> --
columns 

None Fully accurate 

WSTG-INPV-05 "Dump table" sqlmap -u "<url>" -D acublog 
-T users --dump 

sqlmap -u <url> -D 
<db> -T <table> --
dump 

None Accurate 

 
Across all test cases, ShellGPT generated commands that fall within the accepted syntax used by pentesters. 
Minor differences such as including optional flags (e.g., --dbms) or referencing URLs instead of IPs in 
some tools (e.g., Nmap) did not affect command execution or results. The outputs were syntactically correct 
and functionally equivalent to what would be expected from experienced penetration testers. This high 
degree of alignment supports the conclusion that ShellGPT performed reliably and accurately, reinforcing 
its value in supporting web application penetration testing efforts. 
 
The integration of generative AI in penetration testing raises significant ethical considerations that must be 
addressed to ensure responsible and secure deployment. While tools like ShellGPT demonstrate the 
capacity to autonomously generate effective commands for tasks such as vulnerability scanning or SQL 
injection testing, their use must be bounded by legal and ethical frameworks. Unauthorized or 

http://testaspnet.vulnweb.com/
http://testaspnet.vulnweb.com/
http://testaspnet.vulnweb.com/
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indiscriminate application of these capabilities may lead to violations of privacy, unauthorized access, and 
potential damage to target systems, even if unintentionally. According to Shi et al. (2023), the ethical 
deployment of generative AI in cybersecurity contexts requires robust governance mechanisms, clear 
consent protocols, and continuous oversight to mitigate risks of misuse or autonomous deviation from 
intended tasks.  
 
 

Conclusion 
 
This study demonstrates that Generative AI, particularly through ShellGPT, can significantly enhance the 
web application penetration testing process by automating critical tasks from reconnaissance to 
exploitation. Integrating LLMs with structured methodologies such as OWASP WSTG not only accelerates 
the testing cycle but also lowers the entry barrier for less experienced analysts. However, consistent expert 
supervision is necessary to mitigate risks from AI misuse. This work lays a foundational step for future 
research into the reliability, accuracy, and secure deployment of LLMs in real-world offensive security 
scenarios. 
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